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In this article, we describe the principles that guided the creation and implementation
of a system of embedded assessments—the so-called BEAR (Berkeley Evaluation
and Assessment Research) Assessment System. The assessment system was devel-
oped in the context of a specific curriculum in issues-oriented science for the middle
grades but is designed generically to address the implementation of those principles.
The assessment system builds on methodological advances in alternative assessment
techniques and attempts to address salient issues in the integration of alternative as-
sessment into the classroom teaching and learning context. The 4 principles are de-
scribed, and we discuss how the application of these principles generates the compo-
nent parts of the system and determines how the component parts work together. The
use of teacher moderation to integrate the parts of the system in school and classroom
is also discussed.

In recent years, “alternative assessment” has been a major topic of interest, de-
bate, and experimentation in the nationwide efforts at educational reform. Initial
hopes that alternative, authentic, or performance assessments of student achieve-
ment would drive (or at least facilitate) changes in what and how students are
taught have been tempered by the realities of implementation. Efforts to intro-
duce alternative assessments into large-scale, high-stakes state and district test-
ing programs have met with mixed results due to high costs, logistical barriers,
and political ramifications (e.g., Gipps, 1995; Rothman, 1995). For example, the
demise of the California Learning Assessment System was due principally to the
complications, technical, political, and financial, of using performance assess-
ments for large-scale assessment. Efforts to introduce alternative assessments
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into ongoing classroom practices have been less publicized but have also met
with problems relating to costs (primarily in terms of time) and to teachers’ level
of preparation and acceptance (e.g., Chittenden, 1991; McCallum, Gipps,
McAlister, & Brown, 1995; Shepard, 1995). The rationale for developing and
using alternative assessment remains quite compelling, however. Alternative as-
sessments, compared to traditional tests, offer the potential for greater “ecologi-
cal validity” and relevance, assessment of a wider range of skills and
knowledge, and adaptability to a variety of response modes (e.g., Baron, 1991;
Gardner, 1992; Malcom, 1991; Wiggins, 1989, 1993).

In this article, we describe the principles behind the development of a generic
embedded assessment system. We describe the component parts of the system,
how they relate to the principles, and how they work together. The system, called
the BEAR Assessment System because it was developed at the Berkeley Evalua-
tion and Assessment Research Center at the University of California, Berkeley,
builds on methodological advances in alternative assessment techniques. It at-
tempts to address salient issues in the integration of alternative assessment into the
classroom teaching and learning context. The BEAR Assessment System offers
one model of how assessment can be incorporated into the classroom teaching and
learning process.

The BEAR Assessment System is a comprehensive, integrated system for as-
sessing, interpreting, and monitoring student performance. It provides a set of
tools for teachers to use to do the following:

• Assess student performance on central concepts and skills in the curriculum.
• Set standards of student performance.
• Track student progress over the year on the central concepts.
• Provide feedback (to themselves, students, administrators, parents, or other

audiences) on student progress and on the effectiveness of the instructional
materials and the classroom instruction.

The approach used is that ofembedded assessment.By using the termembeddedwe
mean that opportunities to assess student progress and performance are integrated
into the instructional materials and are virtually indistinguishable from the
day-to-day classroom activities.

The BEAR Assessment System was first implemented for a specific middle
school science curriculum: the Science Education for Public Understanding Pro-
ject (SEPUP) at the Lawrence Hall of Science. SEPUP staff developed a
year-long, issues-oriented science course for the middle school and junior high
grades entitled: Issues, Evidence, and You. (IEY; SEPUP, 1995). This course fo-
cuses on environmentally and socially contextualized science content. Societal de-
cision making is a central focus of IEY and, in many ways, distinguishes this
course from other middle school science courses. The goal of issue-oriented sci-
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ence is the development of an understanding of the science content and scientific
problem-solving approaches related to social issues without promoting an advo-
cacy position. The concepts and skills needed to understand the process of societal
decision-making form the basis of the SEPUP curriculum. As part of the course,
students are regularly required to recognize scientific evidence and weigh it
against other community concerns with the goal of making informed choices about
relevant contemporary issues or problems. IEY will be used to supply examples of
the major parts of the BEAR Assessment System.

In designing the BEAR Assessment System we were guided by four principles.
The principles represented the standards or ideals that should, we believe, be re-
flected in a technically sound, curriculum-embedded, classroom-based system of
student assessment. The roots of these principles can be traced (in part) to recent
work in measurement theory and the recent research literature on alternative as-
sessment practices. However, the combination of these principles, and the rela-
tions among them, represent a new approach to classroom assessment. The
principles are labeled (a) developmental perspective, (b) match between instruc-
tion and assessment, (c) teacher management and responsibility, and (d) quality
evidence. In the next four sections, we discuss each of these principles, relate it to
the BEAR Assessment System, and give examples of how it operates in the IEY
example. Following that we discuss how the four principles are integrated in prac-
tice by using a part of the assessment system calledmoderation. Moderation is a
process in which teachers discuss student work and the scores they have given that
work, making sure that the scores are being interpreted in the same way by all
teachers in the moderation group. We also briefly discuss an empirical evaluation
that has been carried out. Finally, we suggest some interesting paths for future de-
velopment and research.

DEVELOPMENTAL PERSPECTIVE

The first principle is that an assessment system should be based on a developmental
perspective of student learning. Assessing the development of students’ under-
standing of particular concepts and skills (as opposed to current status only) re-
quires a model of how student learning develops over a certain period of (instruc-
tional) time. A developmental perspective helps us move away from one-shot
testing situations, and away from cross-sectional approaches to defining student
performance—toward an approach that focuses on the process of learning and on
an individual’s progress through that process. Although it would be possible to con-
sider the accretion of memorized facts as development, we have found that atten-
tion to development tends to move people beyond mere memorization. Clear defi-
nitions of what students are expected to learn, and a theoretical framework of how
that learning is expected to unfold as the student progresses through the instruc-
tional material, are necessary elements in examining the construct validity of the
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scores obtained from the assessment system. However, they are also necessary to
ensure that the assessment system is useful for instructional purposes (see principle
discussed next)—that is, for instructional validity.

Our strategy to address this issue is to develop a set of “progress variables”
(Masters, Adams, & Wilson, 1990; Wilson, 1994b) that mediate between the level
of detail that is present in the content of specific curricula and the necessarily more
vague contents of state standards and curriculum framework documents. Such
progress variables define the intended content of a specific curriculum up to a level
of detail that would allow, say, biweekly tracking of student progress through the
curriculum. Given the burdens of the typical teacher, this set might be composed of
about 4 to 5 progress variables, these variables would define the most important
student growth goals of the curriculum. Every instructional unit would be seen as
contributing in some way to student progress on at least one of these vari-
ables—every assessment would be closely aligned with one (or more) of the vari-
ables. This alignment allows the creation of a calibrated scale to map the growth of
students, so that teachers can track the progress of individual students and groups
of students as they undergo instruction. This idea of a “crosswalk between stan-
dards and assessments” had also been suggested by Baker (as cited in Land, 1997,
p. 6). These variables also create a conceptual basis for relating the curriculum to
standards documents, to other curricula, and to assessments that are not specifi-
cally related to that curricula (discussed next; Wilson, in press).

In this approach, the idea of a progress variable is focused on the concept of
progression or growth. Learning is conceptualized not simply as a matter of ac-
quiring quantitatively more knowledge and skills, but as progress toward higher
levels of competence as new knowledge is linked to existing knowledge, and
deeper understandings are developed from and take the place of earlier under-
standings. The concepts of ordered levels of understanding and direction are fun-
damental: In any given area it is assumed that learning can be described and
mapped as progress in the direction of qualitatively richer knowledge, higher order
skills, and deeper understandings. Variables are derived in part from professional
opinion about what constitutes higher and lower levels of performance or compe-
tence but are also informed by empirical research into how students respond or
perform in practice. They provide qualitatively interpreted frames of reference for
particular areas of learning, and permit students’ levels of achievement to be inter-
preted in terms of the kinds of knowledge, skills, and understandings typically as-
sociated with those levels. They also permit individual and group achievements to
be interpreted with respect to the achievements of other learners.

The IEY Example

An example of such a set of progress variables is taken from the IEY middle school
science curriculum. Following the developmental perspective principle we, along
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with the SEPUP curriculum developers, devised a framework of progress variables
that embody the learning that students are expected to experience in the IEY year.
The five IEY variables are as follows:

1. Understanding concepts(UC): understanding scientific concepts (such as
properties and interactions of materials, energy, or thresholds) to apply the relevant
scientific concepts to the solution of problems. This variable is the IEY version of
the traditional science content, although this content is not just “factoids.”

2. Designing and conducting investigations(DCI): designing a scientific ex-
periment, carrying through a complete scientific investigation, performing labora-
tory procedures to collect data, recording and organizing data, and analyzing and
interpreting results of an experiment. This variable is the IEY version of the tradi-
tional science process.

3. Evidence and tradeoffs(ET): identifying objective scientific evidence as
well as evaluating the advantages and disadvantages of different possible solutions
to a problem based on the available evidence. This variable, and the two following
are relatively new.

4. Communicating scientific information(CM): organizing and presenting re-
sults in a way that is free of technical errors and effectively communicates with the
chosen audience.

5. Group interaction(GI): developing skills in working with teammates to
complete a task (such as a lab experiment) and in sharing the work of the activity.

The first three variables—UC, DCI, and ET—are primary variables and are as-
sessed most frequently. The traditional content of science tests has not been aban-
doned in this framework, traditional science content comes under the progress
variable UC. Thus, teachers using this system do not lose anything compared to
what they would get from a traditional approach, but they can gain. Students’ per-
formance on CM can be assessed in conjunction with almost any activity or assess-
ment, depending on the teacher’s interest in monitoring student progress on this
variable. Opportunities in the course have been indicated for assessing students’
skills in this area. The final variable, GI, is based on the SEPUP (1995) 4–2–1
model of instruction and can also be assessed throughout the year. We have devel-
oped a scoring guide for GI but have not as yet carried this variable through to
complete development (this is the focus of a current research project).

Each of the five IEY variables is defined by a number of aspects that are called
elements. The elements define how each variable is operationalized in the course.
For example, DCI includes four elements: (a) designing investigations, (b) select-
ing and recording procedures, (c) organizing data, and (d) analyzing and interpret-
ing data. Students can be assessed on one or several elements at a particular time.

The progress variables are the core of the generic assessment system that we
have developed to help teachers make the best use of the information contained
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in assessments. Table 1 lays out the different parts of the BEAR Assessment
System, and relates them to the principle of developmental perspective and the
other three principles described next. Note the prominent place that the progress
variables occupy in Table 1, encapsulating as they do, the intent of the develop-
mental perspective.

MATCH BETWEEN INSTRUCTION AND ASSESSMENT

The need to integrate assessment into the curriculum and instruction process (i.e.,
the classroom context) is often emphasized in discussions of current assessment
practices. A major part of the initial motivation for alternative assessment was to
create a better match between desired instructional goals and actual assessment
practices (e.g., Brown, Campione, Webber, & McGilly, 1992; Glaser, 1987;
Resnick & Resnick, 1992). In other words, educational reformers have called for
assessment techniques that better reflect (a) the problem solving and higher order
thinking goals of the new curricula and (b) new instructional techniques. Currently,
there is also the now standard call for assessment to be part of the teaching and
learning process, that is, as a learning tool in and of itself. If assessment is also a
learning event, then it does not take unnecessary time away from instruction, and
the number of assessment tasks can be increased to improve the generalizability of
the results (Linn & Baker, 1996). For assessment to become fully and meaningfully
integrated into the teaching and learning process, however, the assessment must be
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TABLE 1
Principles for Assessment System and Their Relation to the Parts

of the BEAR Assessment System

Implementation in IEY

Principle
Parts of BEAR Assessment

System Component Parts
Integrative

Part

Developmental
assessment

Progress variables 5 IEY Variables
UC, DCI, ET, CM, GI

Moderation

Match between
instruction and
assessment

Assessment tasks, linked to
progress variables, different
types for different purposes

Embedded tasks, link
tests

Moderation

Teacher
management
and responsibility

Teachers judge student’s work,
teachers use results to plan
instruction

Scoring guides,
exemplars, assessment
blueprint

Moderation

Quality evidence Progress maps, reliability, SEM,
and so forth

IEY maps for each
variable

Moderation

Note. IEY = Issues, Evidence, and You; UC = understanding concepts; DCI = designing and
conducting investigations; ET = evidence and tradeoffs; CM = communicating scientific information;
GI = group interaction; SEM = standard error of measurement.



linked to a specific curriculum. That is, it must be curriculum dependent, not curric-
ulum independent as must be the case in many high-stakes testing situations (Wolf
& Reardon, 1996).

The second principle then, is that there must be a match between what is taught
and what is assessed. This principle represents, of course, a basic tenet of content
validity (American Psychological Association, 1985): that the items on a test are
sampled appropriately from a domain that is defined by the content and the level of
cognitive processing expected in a given body of instruction. Traditional testing
practices—in high-stakes or standardized tests as well as in teacher-made
tests—have long been criticized for oversampling items that assess only basic lev-
els of knowledge of content topics and ignore more complex levels of understand-
ing. The rationale for the development of authentic, alternative, or performance
assessment techniques is based, at its heart, on the need for a better match between
important learning objectives (e.g., problem solving) and the methods by which
student performance on these objectives is assessed. As more attention is directed
toward changing curricular materials and instructional methods, to reflect
constructivist theories of learning or to reflect higher order learning objectives, the
mismatch between curriculum, instruction, and assessment can become even more
pronounced.

Concerns about the match between curriculum, instruction, and assessment
have been discussed from both the curriculum development and assessment per-
spectives. From the curriculum perspective, efforts to emphasize new approaches
to teaching and learning are inhibited by the form and content of accountability
tests. Reports abound of teachers interrupting their use of their regular curricular
materials to teach the material that students will encounter on the district or state-
wide tests. From an assessment perspective, advocates of assessment-driven re-
form hope to take advantage of the tendency to teach to the test by aligning high
stakes testing procedures to the goals of curricular reform. As Resnick and Resnick
(1992) argued in the following:

Assessments must be designed so that when teachers do the natural thing—that is, pre-
pare their students to perform well—they will exercise the kinds of abilities and develop
the kinds of skill and knowledge that are the real goals of educational reform. (p. 59)

The match between the instruction and assessment in the BEAR Assessment
System is established and maintained through two major parts of the system: the
progress variables described earlier, and the assessment tasks, described next. In
the previous section, the main motivation for the progress variables was that they
serve as a framework for the assessments. However, the second principle makes
clear that the framework for the assessments and the framework for the curriculum
and instruction must be one and the same. This is not to imply that the needs of as-
sessment must drive the curriculum, but rather that the two, assessment and in-
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struction, must be in step—they drive one another. Using progress variables to
structure both instruction and assessment is one way to make sure that the two are
in alignment, at least at the planning level. To make this alignment concrete, how-
ever, the match must also exist at the level of classroom interaction and that is
where the nature of the assessment tasks becomes so crucial.

Assessment tasks need to reflect the range and styles of the instructional prac-
tices in the curriculum. They must have a place in the “rhythm” of the instruction,
occurring at places where it makes instructional sense to include them. This is usu-
ally at points where teachers need to see how much progress his or her students
have made on a specific topic (for an elaboration of kinds of occasions like this, see
Minstrell, 1998). One good way to achieve this is to develop both the instructional
materials and the assessment tasks at the same time—adapting good instructional
sequences to produce assessable responses and developing assessments into
full-blown instructional events. Doing so will bring the richness and vibrancy of
curriculum development into assessment and will also bring the discipline and
hard-headedness of assessment into the design of instruction. It is much less satis-
factory to try and do this in a post hoc way, putting the assessments in at the end of
the development process almost certainly ensures that the progress variables will
not accurately reflect the nature of the curriculum, and the assessments themselves
will be less representative of the instructional style.

The IEY Example Continued

The IEY progress variables formed the framework for the development of almost
the entire IEY curriculum—both the IEY instructional materials and the assess-
ments were built around a core set of progress variables. The only exception was
that we needed to develop some of the curriculum materials (i.e., the first 12 activi-
ties or so) before there were enough concrete materials available for all the develop-
ers to engage fully in the debate about the progress variables. Once the five progress
variables were established, all instructional objectives for each activity and all of
the assessment tasks are linked to one (or more) of the five IEY variables (including
the first 12 or so just mentioned). Following agreement on the progress variables,
assessments were created that are an integral part of the instruction in IEY (Wilson,
Thier, Sloane, & Nagle, 1996). The variety of assessment tasks used for assessment
in IEY match in range the variety of instructional events: These include individual
and group challenges, data processing questions, and questions following student
readings. All assessment prompts are open-ended, requiring students to fully ex-
plain their responses. For the vast majority of assessment tasks, the student re-
sponses are in a written format, reflecting the only practical way we had available
for teachers to attend to a classroom of student work.

Two examples of assessment prompts are shown in Figure 1. The first is taken
from IEY Activity 19: “Is Neutralization the Solution to Pollution?” The second is
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taken from IEY Activity 12: “The Peru Story.” Both are typical in that they require
students to integrate information from readings they did in previous activities and
labs (the newspaper articles), and also asks them to explain their reasoning. They
cannot be fully answered without access to the curricular materials that preceded
them. Both are related to the ET variable. As with most IEY assessments, these
prompts have multiple components that must be considered, and they outline for
the students what is expected in their responses. There is no one correct answer;
rather, students are required to make a statement or decision, and then justify it
with the information and evidence they have learned through the activities. Their
performance is judged by the validity of the arguments they present, not simply the
conclusion that they draw.

To provide snapshots of student performance at certain points in the school year
and to efficiently create the maps we describe later, we found that extra informa-
tion was needed at regular points in the curriculum. Our response was to create
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“link tests” that are composed of fairly traditional looking items, each linked to at
least one variable, that are not curriculum embedded like the assessment tasks, and
that require short-to-moderate length written responses. An example is shown in
Figure 2.

Link tests are a series of tests given at major transition points in the IEY course.
Each test contains open-ended items related to the content of the course that further
assess students’ abilities with the IEY variables. Items on the link tests can also be
used as an item bank for teachers to draw on in designing their own end of unit or
other tests to be administered during the year. Teachers can use the link test items
as models of variable-linked, open-ended questions, or they may select specific
items to be included in other teacher-made tests. Teachers have also found the link
tests useful for grading.

TEACHER MANAGEMENT AND RESPONSIBILITY

Explanations of the distinctions between alternative assessment procedures and
more traditional forms of testing frequently emphasize the importance of teachers’
roles in mediating and interpreting the alternative assessment results within the
classroom context (e.g., Chittenden, 1991; Wolf, Bixby, Glenn, & Gardner, 1991)
as well as the more immediate and meaningful uses of the alternative assessment
procedures in the ongoing instructional process (Cole, 1991; Darling-Hammond &
Ancess, 1996). However, it is also recognized that such integration will require new
views of the teaching and learning process, new roles for (and demands on) teach-
ers, or even a new “assessment culture” in the classroom (Brown et al., 1992; Cole,
1991; Resnick & Resnick, 1992; Torrance, 1995a, 1995b; Zessoules & Gardner,
1991). Preparing teachers to use these types of assessments in their classroom
teaching may be a difficult challenge. Teachers’ understanding and acceptance of

190 WILSON AND SLOANE

FIGURE 2 A link item associated with the evidence and tradeoffs variable.



innovations are crucial to the ultimate success of change (Airasian, 1988; Stake,
1991a, 1991b).

The third principle, therefore, that must be considered in building a class-
room-based assessment system, is that teachers must be the managers of the sys-
tem and hence, must have the tools to use it efficiently and use the assessment data
effectively and appropriately. New forms of assessment, although perhaps more
valid and more interesting and challenging to the student, make new demands on
the teacher. For example, how can a teacher focus on rating one student’s perfor-
mance to the exclusion of monitoring other students’ activities? How can teachers
manage the additional time demands of scoring open-ended responses generated
by 150 students? How can qualitative statements describing levels of performance
be translated into letter grades, as required (and expected) by administrators, par-
ents, and the students themselves? Any successful classroom-based system must
take into account the demands placed on the teacher for administering, scoring, in-
terpreting, and reporting student performance.

There are two broad issues involved in the teacher management and responsi-
bility principle. First, it is the teachers who will use the assessment information to
inform and guide the teaching and learning process. Alternative assessments con-
ducted as part of district or statewide accountability programs, no matter how valid
or appropriate to what is taught in the classroom, cannot provide the immediate
feedback to teachers that is necessary for instructional management and monitor-
ing (Haney, 1991; Resnick & Resnick, 1992). For this function of assessment
teachers must be:

1. Involved in the process of collecting and selecting student work.
2. Able to score and use the results immediately—not wait for scores to be re-

turned several months later.
3. Able to interpret the results in instructional terms.
4. Able to have a creative role in the way that the assessment system is realized

in their classrooms.

Only then will teachers really be able to use the assessment system.
Second, issues of teacher professionalism and teacher accountability demand

that teachers play a more central and active role in collecting and interpreting evi-
dence of student progress and performance (Tucker, 1991). If they are to be held
accountable for their students’ performance, teachers need a good understanding
of what students are expected to learn and of what counts as adequate evidence of
student learning. They are then in a better position, and a more central and respon-
sible position, for presenting, explaining, and defending their students’ perfor-
mances and the outcomes of their instruction.

Central to the incorporation of teacher management and responsibility into the
BEAR Assessment System is the use of a single scoring guide for each variable,
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which allows teachers to score student work on the assessment tasks efficiently,
without having to learn a new set of criteria for each task. The scoring guides can
be made concrete for each task by including examples of scored student work,
which also helps teachers remain aligned with the general intentions of the assess-
ment task developers.

The IEY Example Continued

For the information from assessment tasks and link items to be useful to IEY
teachers, it must be couched in terms that are directly interpretable with respect
to the instructional goals of the IEY variables. Moreover, this must be done in a
way that is intellectually and practically efficient. Our response to these two is-
sues are the IEY Scoring Guides. IEY Scoring Guides define the elements of
each variable and describe the performance criteria, or characteristics, for each
score level of the element. There is one scoring guide for each of the five IEY
variables, with each variable having between two and four elements (and the
scoring guide is specific to each of these elements). A student’s level of perfor-
mance on an assessment task is determined by using the scoring guide(s) for the
variable(s) being assessed. The guide is used throughout the entire course for all
assessments relating to a particular variable. This means that there will inevita-
bly be a need for interpretation of the scoring guide for any particular assess-
ment. We found that the combination of a uniform scoring guide with examples
for individual assessments was much more efficient for teachers than having dif-
ferent scoring guides for each assessment.

Each IEY Scoring Guide uses a general logic (adapted from the SOLO Taxon-
omy; Biggs & Collis, 1982) based on discerning what would be under most cir-
cumstances, a complete and correct response, this is coded “3.” Below this a
student might give a partially correct response that leaves out at least one essential
element, this is coded a “2.” Below this, a student might give a response that has
only one correct aspect to it ,this is coded a “1.” A response that has no aspects that
are relevant is coded zero, and a response that goes beyond a “3” in some signifi-
cant way is coded a “4.” All IEY Scoring Guides share this structure but use spe-
cific criteria to adapt them uniquely to individual IEY variables and elements. The
ET variable scoring guide is found in Figure 3.

To interpret each scoring guide, teachers need concrete examples—which we
call exemplars—of the rating of student work. Exemplars provide concrete ex-
amples of what a teacher might expect from students at varying levels of devel-
opment along each variable. They are also a resource, available to the teachers
as part of the assessment system, which help them to understand the rationale of
the scoring guides.

Actual samples of student work, scored and moderated by teachers who pi-
lot-tested the BEAR Assessment System using IEY, are included with the docu-
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mentation for IEY. These illustrate typical responses for each score level for spe-
cific assessment activities. An example of a Level 3 response from Activity 12 is
shown in Figure 4.

Teachers have found the exemplars to be very helpful in learning to use the
scoring guides because they provide concrete examples of student work at each
scoring level. Exemplars are available for all IEY variables except GI, which have
not been collected to date for logistical reasons. With practice, teachers may not
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need to refer to the exemplars; however, these are included as a resource for teach-
ers’ use whenever they find them helpful.

In addition to the scoring guides, the teacher needs a tool that indicates when as-
sessments might take place and what variables they pertain to. The assessment
blueprints are a valuable teacher tool for keeping track of when to assess students.
Assessment tasks are distributed throughout the course at opportune points for
checking and monitoring student performance, and these are indicated in the as-
sessment blueprints. Teachers can use these blueprints to review and plan for the
progression of assessment tasks relating to each variable.

The assessment blueprints (see Figure 5), designed to correspond with the four
parts of the IEY course, list all the IEY activities. Assessments are indicated under
the appropriate IEY variables for each activity in which there is an assessment. In
addition, the main IEY content concepts addressed by each UC assessment task
have also been identified and are listed in the blueprint.

QUALITY EVIDENCE

The technical quality of performance assessments has been explored and debated
primarily in the realm of high-stakes testing situations, such as statewide assess-
ment systems. For classroom-based alternative assessment procedures to gain
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scored: using evidence to make tradeoffs).
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“currency” in the assessment community, issues of technical quality will have to be
addressed as well. Despite the plea of Wolf et al. (1991), the development of practi-
cal procedures for establishing the technical quality of classroom-based alternative
assessments lags behind that for high-stakes assessment programs. One approach is
called anassessment net(Wilson & Adams, 1992, 1996), which is composed of (a)
a framework for describing and reporting the level of student performance along
achievement continua, (b) the gathering of information through the use of diverse
indicators based on observational practices that are consistent both with the educa-
tional variables to be measured and with the context in which that measurement is
to take place, and (c) a measurement model that provides the opportunity for appro-
priate forms of quality control. The assessment net concept is the basis for the for-
mal measurement approach used next. The description of the BEAR Assessment
System in this article should make it clear that it has been planned an example of an
assessment net.

It is not sufficient that alternative forms of assessment should express new ideas
of instructional validity, they must also maintain the standards of fairness (such as
consistency and unbiasedness) that have been accepted as standards for traditional
assessments. Doing so involves many qualitative and technical challenges. On a
logistical level, using open-ended or performance-based tasks require different
procedures for collecting, managing, and scoring student work. Records of perfor-
mances must be catalogued and stored. Responses can no longer be scanned by
machine and entered directly into a statistical database. Raters must score the
work, and to do so raises issues of time and cost as well as technical issues in-
volved in rater fairness (e.g., consistency and reliability). There has been a ten-
dency for the arguments surrounding new and conventional forms of assessment to
be framed as a shift from an emphasis on reliability to a stronger focus on validity.
This argument is bolstered, perhaps, by the long-accepted truism that
teacher-made (i.e., classroom-based) student assessments have greater curricular
or instructional validity in some sense, but will not have the strong technical prop-
erties of more carefully constructed standardized tests.

For classroom-based assessment to gain currency in educational reform, we
contend that these assessments must be held to standards of fairness in terms of
quality control. Teachers will continue to construct teacher-made tests and will
rarely take the steps to establish the comparability or validity of these instruments.
However, classroom-based assessment procedures can be developed for specific
curricula and made available for teachers’ use and adaptation. The evidence gener-
ated in the assessment process should be judged by its suitability for purposes of
individual assessment and for purposes of evaluating student performance, in-
structional outcomes, or program effectiveness.

To ensure comparability of results across time and context, procedures are
needed to (a) examine the coherence of information gathered using different for-
mats, (b) map student performances on the progress variables, (c) describe the
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structural elements of the accountability system—tasks and raters—in terms of the
achievement variables, and (d) establish uniform levels of system functioning in
terms of quality control indexes such as reliability. The traditional elements of test
standardization, such as validity and reliability studies and bias and equity studies,
must be carried out within the quality control procedure. To meet this need we pro-
pose the use of generalized forms of item response models. We believe that gener-
alized item response models such as those described by Adams and Wilson (1992,
1996), Kelderman (1989), Linacre (1989), and Thissen and Steinberg (1986), have
now reached levels of development that make their application to many forms of
alternative assessment in a fairly routine way quite feasible. The output from these
models can be used as quality control information and can be used to obtain stu-
dent and school locations on the achievement variables, which may be interpreted
both quantitatively and substantively. The formal nature of these models, and their
flexibility, allow one to address technical challenges inherent in the classroom as-
sessment situation, such as the maintenance of teacher rating consistency and the
maintenance of a meaningful scale throughout the school year.

Apart from traditional quality control indexes such as tables of reliability coef-
ficients and standard errors, the BEAR Assessment System incorporates advances
from item response models that can put richer interpretational information into the
hands of teachers in the classroom. The central feature of that is the so-called
“progress map,” which provides a criterion referenced graph of the progress that
students are making through the curriculum. Many examples of such maps have
been produced for tests over the last 20 or so years (for a large number of exam-
ples, see the “Practice” chapters in Engelhard & Wilson, 1996; Wilson, 1992,
1994c; Wilson & Engelhard, in press; Wilson, Engelhard, & Draney, 1997). We il-
lustrate these maps in the discussion of the following IEY example.

The IEY Example Continued

We have developed maps of the IEY variables. These are graphical representations
of a variable, showing how it unfolds or evolves over the year in terms of student
performance on assessment tasks. They are derived from empirical analyses of stu-
dent data collected from IEY teachers’ classrooms. The analyses for these maps
were performed using ConQuest software (Wu, Adams, & Wilson, 1998), which
implements an estimation–maximization algorithm for the estimation of multidi-
mensional Rasch-type models (for a detailed account of the estimation and
model-fitting, see Draney & Peres, 1998).

Once constructed, maps can be used to record and track student progress and to
illustrate the skills a student has mastered and those that the student is working on.
A map of student performance on the ET variable can be found in Figure 6. By
placing students’ performance on the continuum defined by the map, teachers can
demonstrate students’ progress with respect to the goals and expectations of the
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course. The maps, therefore, are one tool to provide feedback on how students as a
whole are progressing in the course. They are also a source of information to use in
providing feedback to individual students on their own performances in the course.

Maps, as graphical representations of student performance on assessment tasks,
can be used by teachers for their own instructional planning and to show students,
administrators, and parents how students are developing on the IEY variables over
the year. As a result of teachers managing and using the BEAR Assessment Sys-
tem, maps can be produced that allow them to assess both individual and class
progress. This can then be used to inform instructional planning. For instance, if
the class as a whole has not performed well on a variable following a series of as-
sessments, then the teacher might feel the need to go back and readdress those con-
cepts or issues reflected by the assessments.

The traditional indexes of quality control for assessments are also available,
(item response model) reliabilities for the link test for each part of the assessment
systemhavebeencalculatedandaregiven inTable2.Thesehavebeenestimatedus-
ing a reliability approach suitable for marginal maximum likelihood modeling de-
scribed in Mislevy, Beaton, Kaplan, and Sheehan (1992). Two values are given for
each progress variable for each time period: The first (labeled “unidimensional”) is
based only on the link items pertaining to that variable. The second (labeled “multi-
dimensional”) is based on a multidimensional item response theory model and uses
information from all the link items available in each period—effectively, this takes
advantage of the correlations among all the progress variables. Note that there were
insufficient DCI items in the Time 0 link test (pretest), so no reliabilities were calcu-
lated.Thecolumn labeled “Total”gives the reliabilitiesofacompositevariablecon-
sisting of items from all four progress variables. Some overall patterns can be
discerned. The initial period tends to show considerably lower reliability compared
to the other periods across all progress variables: This may be due to the relative un-
familiarity of students with both the variables and the item formats at that time. As
we might expect, the multidimensional reliabilities are noticeably higher than the
unidimensional. This reflects (a) the greater information involved in the full vector
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TABLE 2
Reliabilities of Link Tests for the Four IEY Progress Variables and the Total Composite

Unidimensional Multidimensional

Time DCI ET UC CM DCI ET UC CM Total

0 NA .55 .54 .64 NA .73 .69 .65 .79
1 .74 .80 .68 .63 .83 .83 .82 .83 .88
2 .80 .80 .84 .63 .90 .83 .85 .78 .90
3 .79 .73 .76 .80 .85 .80 .85 .80 .91

Note. IEY = Issues, Evidence, and You; DCI = designing and conducting investigations; ET =
evidence and tradeoffs;  UC = understanding concepts; CM = communicating scientific information.



of link text resultscompared to the information fromjust the itemsforaspecificvari-
able and (b) the positive correlation among the four progress variables. These multi-
dimensional reliabilities are almost as high as the reliabilities on the total test
composite, indicating that this strategy allows one to gain greater interpretational
power (i.e., by having four variables rather than one variable to interpret), at the cost
of only slightly lower reliability.

A more useful indicator of quality control for individual assessments is the
standard error of measurement. This can be expressed on the IEY maps by indicat-
ing 95% confidence intervals directly on the maps. For example, using only ET in-
formation, for the student location in the first column of Figure 6, the 95%
confidence interval extends approximately 40 points on either side of the location
(using the units on the “SEPUP Scale Score” on the right side). For the remainder
of the locations on the map, the 95% confidence intervals fluctuate from approxi-
mately 50 points on either side to approximately 70 points on either side (see de-
tails in Wilson et al., in press). We can interpret that to mean, given the information
we have, we can say, with 95% confidence, that the true location of the student is
within that range and that the true growth curve for this student lies within a
slightly wider band throughout the range of the school year (once again, with 95%
confidence).

BRINGING IT ALL TOGETHER

These principles are not designed to operate in isolation. Each of the principles pro-
vides a unifying “thread” throughout the system, but their relations also makes the
system more integrated. For example, the developmental variables provide an ini-
tial unity to the curriculum materials. This framework defines not only the content
of student learning but also the paths over which student learning develops through-
out the year. The implication is that each assessment, then, has a designated place in
the instructional flow, reflecting the type of learning that students are expected to
demonstrate at that point in time. Hence, scores assigned to student work can then
be linked back to the developmental framework and used both to diagnose an indi-
vidual’s progress with respect to a given variable but also to map student learning
over time.

Adherence to each of the principles across each of the phases of the assessment
process produces a coherence or internal consistency to the system. Adherence to
each of the principles within each phase of the assessment process produces a com-
prehensive or well-integrated system that can address the complexity of the class-
room context and the desired linkages among curriculum, instruction, and
assessment (Wilson, 1994a).

Proper operation of the BEAR Assessment System requires that teachers take
control of essential parts of the assessment system, including the scoring process
and also demands that they grow professionally to master the system. We have de-
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vised the assessment moderation meeting as part of our staff development strategy
to accomplish these goals. Assessment moderation also plays a crucial role in
achieving the quality evidence principle.

Moderation is the process in which teachers discuss student work and the scores
they have given that work, making sure that the scores are being interpreted in the
same way by all teachers in the moderation group. In moderation sessions, teach-
ers discuss the scoring, interpretation, and use of student work and make decisions
regarding standards of performance and methods for reliably judging student work
related to those standards. Moderation sessions also provide the opportunity for
teachers to discuss implications of the assessment for their instruction, for exam-
ple, by discussing ways to address common student mistakes or difficult concepts
in their subsequent instruction. The moderation process gives teachers the respon-
sibility of interpreting the scores given to students’ work and allows them to set the
standards for acceptable work. Teachers use moderation to adapt their judgments
to local conditions. On reaching consensus on the interpretations of score levels,
teachers can then adjust their individual scores to better reflect the teacher adapted
standards. The use of moderation allows teachers to make judgments about stu-
dents’ scores in a public way with respect to public standards, and improves the
fairness and consistency of the scores across different teachers.

EVALUATION

The important bottom-line question still remains: Does the assessment system
make a difference to students’ knowledge? We use evidence from the field test of
the IEY curriculum as an example in the following paragraphs.

The IEY assessment system was field tested in the 1994–1995 school year, at
six centers around the country known as Assessment Development Centers
(ADC). The ADC teachers were required to use the IEY assessment system and to
participate in moderation meetings throughout the year. In each of these class-
rooms, data were collected from the assessment activities and from the link tests. A
set of link items was administered in the fall as a pretest and again in the spring as a
posttest—Link Test 3I was given at approximately the same time as the posttests.
In addition, there were Professional Development Centers (PDC), where teachers
taught the IEY curriculum and were provided with the same assessment materials
as the ADC group but were not required to use the assessment system. They did,
however, participate in professional development activities of similar duration as
the moderation activities (these were related to the curriculum rather than to the as-
sessment system). Teachers in both the ADCs and the PDCs were volunteer teach-
ers and hence, could be expected to be more committed and experienced than the
average middle school teacher. The choice between ADC and PDC was made on
the basis of success in returning data during the pilot test year. This we expect was
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associated with the quality of the management at the centers but was not tied to the
quality of teachers in each center. Each center, both ADC and PDC, was also asked
to choose a comparison teacher, who was to be as similar as possible to the other
teachers in the center but taught the regular middle school science curriculum. This
process resulted in 26 ADC teachers, 25 PDC teachers, and 12 comparison teach-
ers. Note that we did not specify anything concerning the selection of students of
the ADC, PDC or comparison teachers, except that they be at an appropriate grade
level (7 to 9).

To examine the effectiveness of the assessment system, the results of the pre-
tests and posttests for the PDC and comparison groups, and the pretests, posttests,
and link tests for the ADC group will be compared. The criterion-referenced de-
scription of the variable developed in the previous sections will allow these differ-
ences to be substantively interpreted.

For pretest and posttest group comparisons, the data were analyzed as follows:
Only persons with data at both the pretest and the posttest were considered for
analysis. The difficulties for all link items were computed using a rating scale
model (Andrich, 1978) for each IEY variable to analyze data from a calibration
sample equivalent to the pretest sample. Item difficulties for the posttest were then
anchored to their pretest values, and person abilities computed for the posttest.
This analysis was done for overall IEY scores (which we called IEY total). Figure
7 illustrates the progress of the ADC, PDC, and combined comparison groups dur-
ing the 1994–1995 school year, and the relative sizes of the gains from pretest to
posttest. The ADC group (the only group assessed throughout the year) made
steady progress for the first three time periods. At the time of the posttest, how-
ever, there was a notable drop in student proficiency. There are several possible
explanations for this. One is that the posttests were most often administered during
the last week or two of the school year, which tends to be a busy time for both
teachers and students. It is possible that the administration of some of the posttests
was somewhat rushed, and that both students and teachers were distracted from the
task. Also, as can be seen in the figure, much more time was spent on the first sec-
tions of the curriculum than on the last section. In particular, most ADC classes
spent nearly half of the school year on Part 1 (water) of the curriculum, and many
spent only a month or so on Part 3 (energy). Thus, one would expect that students
would have felt much more secure with material from Part 1 than with material
from Part 3. Because questions from Part 3 are included in both Link 3 and the
posttest, this may adversely affect the proficiency estimates of students at the time
of the posttest. Even with this drop in proficiency, however, it is clear that ADC
students made substantial gains during the school year, especially as compared
with PDC and comparison students. Regardless of the drop in performance at the
end of the year, the ADC students made progress that is both statistically and edu-
cationally significant. In statistical terms, the difference between average gain for
PDC and comparison groups was not statistically significant at theα = 0.05 level.
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Differences between the average gain for the ADC group and either of the other
two groups were statistically significant at theα = 0.05 level. We can calculate ef-
fect sizes for this in the following way. The means and standard deviations for the
three groups at the pretests and posttests are shown in Table 3 (in the rescaled IEY
units). Assuming that the comparison group represents a set of typical classes, we
can use it as a baseline against which to compare the ADC group. In those terms,
the gain for the comparison group is 13/60 = 0.22 standard deviation units—that is,
in the comparison group, the mean student at the 50th percentile, would move to
the equivalent of the 59th percentile (assuming a normal distribution) over the
course of the year. The gain for the ADC group (using the standard deviation of the
comparison group as a yardstick), is 45/60 = 0.75 standard deviation units, which
would move the mean student at the 50th percentile, to the equivalent of the 77th
percentile (assuming a normal distribution) over the course of the year. This is a
much larger gain than for the comparison group—it is a gain that is 3.46 times
greater. This gain can also be put in educational terms: The gain for the ADC group
is, for the average student, approximately a difference between a 2 and a 2.5 on the
scoring guide. This is an educationally significant change, marking a difference
between a student who typically achieves partial success, and one who achieves
satisfactory completion about half the time.

CONCLUSIONS

The comparison between the gains made by ADC students and the gains made by
PDC students is of particular significance. Both groups used the same curriculum.
The same instructional and assessment materials were provided to both groups. The
only difference in treatment between the two groups was that teachers in the ADC
group paid specific attention to the assessment system. They were trained in its use
and had a professional development program specifically aimed at the assessment
system. Thus, the curriculum by itself is not enough to produce the kinds of changes
in student performance seen in the ADC group. It is specifically the focus on assess-
ment that has produced this kind of educationally significant student growth. These
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TABLE 3
Means and Standard Deviations for Three Groups at Pretest and Posttest

ADC PDC Comparison

M SD M SD M SD

Pretest 1,386 50.0 1,373 36.9 1,368 60.0
Posttest 1,431 56.3 1,386 36.9 1,381 61.9
Gain 45 13 13

Note. ADC = Assessment Development Centers; PDC = Professional Development Centers.



results make clear that there are considerable potential gains that could be realized
by (a) closer attention to assessment concerns at the classroom level and (b) a more
systematic approach to the gathering and interpretation of assessment information.

There are several major avenues of improvement in the implementation of an
embedded assessment system that can be discerned. One anomaly noted previ-
ously in the IEY system is that one of the variables—GI—was not mapped because
a systematic mode of data collection was not available. What is needed here is an
effective means of recording teacher judgments of student performances, as they
occur, live in the classroom. A second issue concerns the need for a standard set of
assessment tasks within each section of the course. Although this was a feature of
the field test (required for gathering sufficient calibration data), it is not generally
necessary, teachers need to be able to choose among the possibilities inherent in
the curriculum and hence, need to be able to choose among the assessment tasks.
There is no theoretical barrier to this, but it is impractical to implement it without
the availability of a microcomputer in the classroom for calculating and printing
out custom versions of the maps. A personal digital assistant strategy for address-
ing the first problem, and computer program capable of carrying out the calcula-
tions necessary for the second, are currently under field testing.

The moderation meetings are a rich and valuable teacher development strategy
that we have barely skimmed in our developmental activities so far. They may be
useful in ways that go well beyond assessment and deserve considerable research
attention in the coming years. The classroom assessment context provides a wealth
of interesting issues to be addressed in the area of formal modeling. The issues of
the importance of multidimensionality, modeling teacher rating behavior, explor-
ing richer diagnostic models, and establishing reliable growth curves are only a
few that might be mentioned. The work reported here went only a few short steps
along each of these roads.
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